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Instructions :

1. The Question Paper is divided in five Units. Each unit carries an internal
choice.

2. Attempt one question from each Unit. Thus attempt five questions in all.

3. All questions carry equal marks.

4, Assume suitable data wherever necessary.

5. English version should be deemed to be correct in case of any anomaly in
translation.

6. Candidate should write his/her Roll Number at the prescribed space on the

question paper.
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&g I (Unit D
1. (37) KDD steps #1 ¥ ?
() =@ At faem w fofiea snfhesr @ifau (g i) @ 9o =9
(W) I AT HIST

(a) What are KDD steps ?

b) Draw a typical architecture of data mining system and explain each
step.
4T (Or)
2. (31) Data cleaning, integration @M reduction fF¥ ¥Y#R Teaqel T ?

(9) oE HEMHT w2 SE "ET e uihen o fafi= Wi e ool s
(a) How are data cleaning, integration and reduction important ?
b) What is data mining ? Explain the different steps in the process of
data mining.
g II (Unit II)

3. (31) Three-tier data warehouse architecture &1 THART |

(§) OLAP sfuyH & fafy= s o1 fag=m =wifsm
(a) Discuss three-tier data warehouse architecture.
b) Discuss various types of OLAP operation.
g4t (Or)
4. (31) Data warehouse o fafi9 schemas &1 & ? HEE THHET|
(&) Multidimensional =T HEdA &I TEEIN AR iU |
(@) What are the different schemas of a data warehouse ? Explain with

example.

b) Explain with example multidimensional data model.
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3@ III (Unit IID)
TOfawyE & =1 & ? Hieee U2, SIhed 991 9uR i qRiftd shiftsa |

forer eEiwH TEHTIE e YRR Hedidad TEEuYE w®ed ¥ e § 2
AT HITSTT |

What is an association rule ? Define frequent set, confidence and support.

How is single dimension association different from multilevel association
rules ? Explain.
3gar (Or)

Apriori UeMiRed # q&ram urA &t fel & fafeei @1 foo=m wifsmy
FP-gfg TSMMReA &1 QB F0H  HifoT |
Discuss any two methods to improve efficiency of Apriori Algorithm.
Describe of FP-growth algorithm with an example.

g&E IV (Unit IV)
TlieRto = ¥ ? T o oo § fefgem & fRw wahR swEm ¥ 2

Clustering =1 ¥ ? Hierarchical agglomerative AT divisive USREA g

faag =ifST
What is classification ? How is a decision tree useful to classify data ?
What is clustering ? Distinguish hierarchical agglomerative and divisive

algorithm.
Agar (Or)
TR0 T AfasFamon H TR SdEu |
Back propagation BRI SieI0l @1 Wi 9o Hifeq|

Differentiate between classification and prediction.

Briefly describe classification by back propagation.
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3@z V (Unit V)
Web content mining ¥ Hafya frfafed =t = wifsw .
Explain the following related to web content mining :
@) Focused Crawler

(I7) Incremental Crawler.

Web log mining %1 STfehed=R &I =T HifWW |

Explain the architecture of web log mining.
AUAT (Or)

Temporal data o Taa® a&mi (fagemsti) w1 9= HINUI FS temporal
data mining tasks O TSR

Multi-dimensional e text database %I AT wHITWT |
Describe the essential features of temporal data. Explain some temporal
data mining tasks.

Explain multi-dimensional and text database.



